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Background and Purpose. Artificial intelligence (AI) agents are increasingly adopted 

by retailers to assist customers during shopping in-store and online (Kwon et al., 2018). 

Anthropomorphic AI agents can appear human-like to users and influence human-AI agent 

interaction (Yang et al., 2021). AI agents’ anthropomorphic design cues can be grouped into 

three dimensions: human identity, verbal cues, and nonverbal cues (Goetz et al., 2003; Seeger et 

al., 2021). These anthropomorphic design cues together can increase perceived 

anthropomorphism (Seeger et al., 2021). For example, human-like face and voice make more 

anthropomorphic AI agent and increase social response (Waytz et al., 2014). AI agents’ 

anthropomorphic verbal and visual cues (Zhang & Rau, 2022), social characteristics (Chaves & 

Gerosa, 2021), and human identity and behavior (Goetz et al., 2003) may affect their perceived 

humanness and thus impact their interaction with users. Consumers’ shopping experience 

consists of affective, cognitive, and social experiences (Barari et al., 2020). This conceptual 

paper seeks to conceptualize the relationships between AI agents' anthropomorphic cues and the 

three dimensions of consumers' shopping experiences. 

Conceptual Framework and Propositions. In Figure 1, a conceptual model is proposed 

to link AI agents’ anthropomorphism to consumers’ shopping experiences. In this model, AI 

agent anthropomorphic cues, such as human identity, verbal cues, and non-verbal cues, are 

proposed to impact consumers’ affective, cognitive, and social experiences during shopping. 

Social response theory posits that people might treat computers like social actors (Moon, 2000). 

AI agents’ anthropomorphic representations can facilitate users’ social responses, and a more 

knowledgeable or skilled AI agent indicated by their verbal and non-verbal communication cues 

may increase the perception of social presence (Guadagno et al., 2007), which in turn may drive 

users' affective, cognitive, and social experiences.  

Agent Anthropomorphism and Affective Experience. The human-like visual 

representation of AI agent is positively 

correlated with customer satisfaction and 

is mediated by enjoyment, attitude, and 

trust that might increase consumer 

happiness (Klein & Martinez, 2022), 

which is a component of the affective 

experience. Users’ pleasure can be 

increased when AI agents have the 

capacity to express particular emotions 

(Jiang et al., 2022). In addition, AI agents’ 

social dialogue can increase the sense of 

connectedness (Waytz et al., 2014). Given 
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this, we propose that (Proposition 1) AI agents’ anthropomorphism enhances consumers’ 

affective shopping experience. 

Agent Anthropomorphism and Cognitive Experience. According to the technology 

acceptance model (Davis, 1989), the acceptability of information technology is predicted by 

perceptions of usefulness and ease of use. AI agents’ anthropomorphic cues can enhance the 

perception of the agent’ utility and efficacy. For example, an AI agents’ demographic 

characteristics can systematically affect how people perceive its propensities and talents (Goetz 

et al., 2003), impacting the evaluation of its service excellence. AI agents’ social dialogue might 

affect consumers’ perception of their reliability (Cassell & Bickmore, 2003), while their gender 

and voice may impact their perception of their credibility, trust, and engagement (Siegel et al., 

2009). Given this, we propose that (Proposition 2) AI agents’ anthropomorphism enhances 

consumers’ cognitive shopping experience. 

Agent Anthropomorphism and Social Experience. AI agents’ anthropomorphic cues may 

increase the perception of their utility as a social agent by increasing the user's sense of social 

connection to them (Epley et al., 2007). Anthropomorphism can reduce the gap between humans 

and AI agents and influence consumers’ social experience. AI agents’ anthropomorphism can 

often increase user engagement by making them feel more connected (Waytz et al., 2014). Given 

this, we propose that (Proposition 3) AI agents’ anthropomorphism enhances consumers’ social 

shopping experience. 

Conclusion and Implications. This conceptual paper offers valuable insights into the 

relationships between AI agents’ anthropomorphism and consumer shopping experiences. 

Empirical research is needed to delve into each proposition suggested in this paper to generate 

actionable recommendations for designing the anthropomorphic characteristics of an AI agent as 

a shopping companion. Further, future research could employ diverse theoretical approaches 

(e.g., social response theory, technology acceptance model, anthropomorphism theory) to 

address each proposition presented in this paper. 
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